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INntroduction

Advances in language models have opened new possibilities for enterprise voice automation. It’s now
feasible to build voice systems that respond in real time, interpret complex spoken input with context,
and scale reliably without compromising accuracy or control. For many enterprises, this creates an
opportunity to reduce operational costs while delivering faster, more consistent service at scale, but
only if the underlying architecture can keep up.

Multimodal architecture is central to that shift. Instead of treating voice as a standalone system,
enterprises can design assistants that process spoken input, contextual data, and structured
commands within the same framework. That coordination enables faster responses, smarter task
execution, and shared logic across channels. It's what allows real-time, natural voice experiences to
perform consistently in production.

But fluency alone doesn’t guarantee reliability. Even the most fluent system can fail under pressure —
misrouting payments, dropping escalations, or skipping critical steps when logic isn't separated from
language. That's a risk enterprises can't afford, like banking, telecom, government, and healthcare.

Strong voice experiences depend on well-designed systems prioritizing low latency, execution
accuracy, and consistent behavior across every channel and use case. This blueprint offers a practical
guide to building those systems, outlining where traditional approaches fall short, what modern voice
Al requires, and how enterprises can design automation that performs in production, not just in demos.



Where Traditional Voice
Systems Break Down

Most legacy voice systems were built for a different era built for a different era when customer service
meant simple one-turn transactions. Scripted IVR trees, still common in many enterprise contact centers,
force users into rigid paths with little tolerance for ambiguity or error. Users may say things like “I don’t
understand this charge,” but unless they say “billing” or “dispute,” the system stalls. These flows can't
handle complexity, deviation, or interruption. For many enterprises, most calls still end up with an agent,
adding cost, not reducing it.

Latency (whether from audio handoffs, model delays, or slow responses) adds another layer of friction.
Fixed menu structures and delayed audio handoffs make interactions feel slow and mechanical, mainly
when users are accustomed to real-time responsiveness from apps, messaging, and modern digital
assistants.

A 2-second delay before a response can feel like a system failure, even if the recognition was correct.
When enterprises bolt voice Al onto legacy systems, poor integration often leads to long lags, robotic
exchanges, or missed cues that break the conversational flow.

Production environments quickly expose the limitations that scripted demos hide (i.e., perfect prompts,
clean handoffs, and cooperative users). Real users interrupt, rephrase, switch topics, and change their
minds midstream. If the system can't keep up (if it fails to clarify, recover, or adapt), those “edge cases”
quickly become everyday failure modes that erode trust.

Maintaining quality at scale means designing for failure, not just success, and building the guardrails (i.e.,
fast clarification prompts, confidence thresholds, and recovery flows) to respond when things go off
script.

The financial impact of these limitations compounds quickly. Live agent calls often exceed $10 each, and
for enterprises processing millions of calls annually, even a 1% increase in containment can save millions
annually for high-volume teams. One major telecom provider handling over 50 million calls per year
stands to reduce operating expenses by hundreds of millions if even a portion of those interactions are
handled by voice Al.

Across industries, deployments that meet the real demands of production environments have achieved
measurable results: higher containment rates, shorter call durations, and stronger first-contact
resolution. However, those outcomes only happen when the voice system is designed to adapt in real
time and recover gracefully when conversations take unexpected turns, as they inevitably do.



What Enterprises Need
INnstead

Modern voice automation has to perform reliably even when conversations encounter unplanned
dialogue. It should handle ideal scenarios and respond clearly when users interrupt, change direction,
or make unclear requests.

Strong voice systems share five core traits:

« Consistent sub-second latency to maintain natural pacing and flow

« High execution accuracy to trigger the right workflows or actions

« Cross-session memory to track what users said and did across sessions, even days apart
« Infrastructure stability to absorb spikes without breaking the experience

« Built-in recovery strategies for handling interruptions, corrections, and ambiguity

Systems that meet these standards keep interactions grounded, even in complex scenarios, and form
the foundation for the reliability that enterprise teams require to make voice work in production.

How Rasa Powers Reliable
Voice

Fluency alone doesn't guarantee success in voice Al. Systems that sound natural in demos often
struggle to perform reliably under real-world conditions. What makes an agent enterprise-ready is its
ability to respond quickly, interpret interruptions, handle ambiguity, and trigger the right logic every
time.

Rasa supports this level of performance with a multimodal architecture designed for accuracy,
transparency, and control, ingesting voice alongside real-time context and converting it into structured,
testable actions.

At the core is CALM (Conversational Al with Language Models), a framework that separates language
interpretation from business logic. Spoken input is transformed into clear, actionable instructions
(giving teams control over what gets said and done), then routed through deterministic flows. This
keeps conversations grounded in enterprise policy while allowing for natural, flexible dialogue.



Rasa supports real-time, multimodal voice automation through:

« Streaming voice connectors to platforms like AudioCodes, Twilio, and Genesys, avoiding cloud
transcription round trips to keep latency low across global deployments.

« Prebuilt interaction patterns for turn-taking, silence handling, interruptions, and fallback behavior.

« A streaming architecture that translates voice into structured commands and executes them
without relying on middleware.

« Lightweight LLM integration with flexible fine-tuning and model selection, delivering accurate
language understanding without high compute costs.

« Open STT, TTS, and LLM support lets teams choose preferred models and services while maintaining
full observability, control over infrastructure costs, and compliance with privacy requirements.

With this setup, teams don't have to choose between speed and control. Multimodal voice agents
operate with the same consistency and traceability as digital deployments, ensuring they're easy to
scale, monitor, and update. That's what makes Rasa’s voice automation built for production.

Implementation Strategies
that Scale

Reliable voice automation depends on aligning each system element with the task it's meant to support.
This means choosing the right models, logic paths, and data access patterns based on how variable or
critical the task is.

Lightweight models efficiently serve routine workflows like balance checks or appointment confirmations,
while more expressive models can handle ambiguous or sensitive exchanges. This approach enables
runtime flexibility to balance latency, accuracy, and compute cost without compromising performance.
Trust grows when agents behave consistently and recover smoothly from the unexpected. Users will
interrupt, change their minds, or rephrase requests midstream.

High-performing systems treat these behaviors as standard, not edge cases, and respond with quick
clarification, error correction, or seamless redirection. These patterns prevent confusion and help keep
the conversation on track by anticipating failure paths and recovering without friction.

Voice Al also works best when treated as part of a unified system. Customers may start a phone
conversation in a mobile app and finish it. Shared logic across channels ensures the experience holds up
across modalities and touchpoints, enabling teams to reuse flows, maintain continuity, and deliver
consistent outcomes.



High-performing systems treat these behaviors as standard, not edge cases, and respond with quick
clarification, error correction, or seamless redirection. These patterns prevent confusion and help keep
the conversation on track by anticipating failure paths and recovering without friction.

Voice Al also works best when treated as part of a unified system. Customers may start a phone
conversation in a mobile app and finish it. Shared logic across channels ensures the experience holds up
across modalities and touchpoints, enabling teams to reuse flows, maintain continuity, and deliver
consistent outcomes.

How well an assistant helps depends heavily on backend connectivity. Voice latency often stems from
backend response times rather than model speed, so systems must coordinate both smoothly. To provide
timely, relevant guidance without delays or handoffs, voice agents need seamless access to customer
data like payment status, transaction history, and profile information.

Operational impact becomes clear when tracked through measurable outcomes. Containment, resolution
rates, latency, cost per call, and CSAT all help evaluate performance at scale and guide continuous
improvement.

Strong implementations reflect business goals at every level. Teams need flexibility to evolve over time,

not a rigid set of defaults. Architecture should support iteration, precision, and resilience so the system
performs well in production, not just testing.

Key Design Principles

< Treat latency like UX: Measure total round-trip response time, covering all
- components. Optimize latency at the architectural level, not only in STT.

Decouple language from logic: Keep language models focused on interpretation

&
o while structured commands and deterministic flows control execution.
e Don't design for the ideal path: Interruptions, unclear phrasing, and restarts happen
regularly. Build fallback and clarification patterns as core parts of your flows.
@_ Right-size your models: Use lightweight models for routine workflows and large
models for complex or ambiguous cases. Let orchestration choose the best fit.
s Share logic across channels: Integrate voice with chat and mobile by reusing flows
and state so context travels seamlessly with the customer.
® Build observability in: Ensure every prediction, slot change, and flow step is
) traceable, enabling quick diagnosis when issues arise.
I Align your KPIs early: Define success in terms of containment, latency, resolution
ull

rate, and CSAT to guide every downstream decision.



Turning Strategy into
Execution

The next wave of voice automation won't be defined by flashy demos or generic fluency. It will be shaped
by systems that perform under pressure, adapt in real time, and deliver consistent results across
conversations, contexts, and spikes in demand.

Enterprises already understand the potential: reduce operational costs, improve customer experience,
and scale without expanding headcount. But realizing that potential takes more than off-the-shelf models
or legacy systems rebranded with an LLM on top. It requires architecture built to support accuracy,
transparency, and rapid execution, no matter how complex the conversation becomes.

That's why Rasa focuses on control. With CALM, teams can use language models to interpret spoken
input while grounding decisions in reliable, deterministic logic. This gives voice agents the fluency users
expect and the precision enterprises require. Agents respond fast, recover from the unexpected, and
work consistently across every channel, environment, and customer journey.

For teams building voice Al that needs to work in production, structure and speed matter. Strong results
come from systems designed to learn, adapt, and scale, not templates patched together to maintain

appearances. This requires a strategic commitment that goes deeper than tool selection.

If your voice strategy needs to deliver under real-world conditions, we can help. Let's talk.


https://rasa.com/solutions/voice/



